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ABSTRACT - This paper proposes a novel object-
tracking algorithm to estimate three dimensions 
position of an object using a web camera and its given 
3D CAD model. The method integrates differential 
evolution algorithm with an efficient chamfer 
matching method, which provides an error function 
for searching algorithm to find the most suitable 
position of objects in Euclidean space. We also 
implement parallel framework with multi-core 
computer processors to accelerate error calculation, 
our algorithm to track objects in reasonable time. 
 
1. INTRODUCTION  
 In the last decade, object detection and recognition 
have gained significant improvement by using keypoint 
features [1]. Since geometric transformations and 
illumination changes has no effect on finding keypoints, 
they have been widely used for matching images from 
slightly different viewpoints [2]. Keypoint-based 
approaches work well in textured objects but texture-less 
objects. Textured objects have various keypoints, those 
have high potential appearing on both images. After 
finding keypoints, sample consensus such as RANSAC 
[3] calculates the most suitable transformation of the 
object from reference position to current position. The 
more matched keypoints, the more accurate the 
transformation is. On texture-less objects lack of 
keypoint repeatability and stability on textureless regions 
neither reduces the accuracy of sample consensus 
method nor leads to wrong results. Like keypoints, edges 
are also invariant to general geometric transformations 
and illumination changes [4]. Using edges are more 
suitable as a general approach even with texture-less 
objects. 
 In early computer vision research, to find the best 
alignment between two edge maps, a given priori set of 
edge templates compare their suitability to the current 

edge maps to draw the mot suitable transformation. The 
current proposed method of chamfer distance matching 
[5] enhances the cost functions enable for applying 
global searching algorithm into object tracking problem.  
 Harris [5] and various proposed edge-based tracking 
system [6], [7] used edges and contours for visual 
tracking task. One drawback of using edges is that they 
are not distinctive enough to provide effective 
discrimination in complex background or occlusions, 
there have been efforts to enhance the previous one by 
unifying interest points or considering multiple but 
limited hypotheses on edge correspondences. For 
consideration of multiple hypotheses in a more general 
sense global searching algorithm should come into 
consideration. 
 We propose an approach of using Differential 
Evolution (DE) [8] as the global searching method to 
continuously search the 3D position of object in camera 
coordinate. A parallel calculating of chamfer matching 
error is considered to increase the speed and get higher 
accuracy. 
 
2. METHODOLOGY 
 Initialization is the most important step, a subject of 
the paper’s interest, in tracking algorithm. Following 
steps presents the implementation pipeline of the 
initialization: 
- Narrow the searching region by using background 
subtraction 
- Searching initial position by using searching algorithm 
at large boundary. 
 After initialization, narrower searching boundary is 
used to get the accurate results at on-line speed. If the 
cost function goes large, initialization is required. 
2.1 Narrow searching region 
a) Background subtraction 



 To gain the first 3D position of objects, the algorithm 
employs a background subtraction method to narrow the 
searching area. Recently, new stable background 
subtraction algorithms are available even in hard 
condition of illumination changing. As focusing on 3D 
positioning only, our algorithm merely uses ready-to-use 
method from OpenCV library [9].  

 
 
 

Fig1. Background subtraction mechanism 
 
b) Biggest region searching 
 After background subtraction, results images have 
grain points. To get rid of those points, erosion-and-
dilation scheme is used. Fig2 show example of the 
scheme. To gain an even more stable subtraction area, 
we use the biggest contour, which is a boundary of the 
object. 

 
 

Fig2. Erosion and Dilation [10], two morphology 
transformations   

 

 
Fig3. Biggest contour finding example [11] 

c) Edges image for comparison 
 The white region as in Fig3 is the input for Canny 
[12] edge detection method. Canny method includes five 
different steps: 
 1. Apply Gaussian filter to smooth the image in order 
to remove the noise. 
 2. Find the intensity gradients of the image 
 3. Apply non-maximum suppression to get rid of 
spurious response to edge detection 
 4. Apply double threshold to determine potential 
edges. 
 5. Track edge by hysteresis: Finalize the detection of 
edges by suppressing all the other edges that are weak 
and not connected to strong edges. 
 In the comparison step, points get higher score when 
they come closer to the edge point. In order to get that 
score map, we apply a blur filter to the edge maps after 
Canny edge detection. 
d) Camera model and edges from CAD 
 From a camera with prior-known configuration and 
object CAD model, we are able to archive ideal visible 
edges of objects by using camera model matrix. This 
matrix convert a point with coordinate of (x, y, z) in real 
coordinate to a image point (u, v) as Equation 1. 
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 To determine visibility of object edges we use edge 
features based method from [13]. Figure 4 shows an 
edge between adjacent faces 𝐴 =< 𝑣!, 𝑣!, 𝑣! > 
and 𝐴 =< 𝑣!, 𝑣!, 𝑣! > with unit face normals. 

𝑛! = 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒([𝑣! − 𝑣!]×[𝑣! − 𝑣!]) 
𝑛! = 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒([𝑣! − 𝑣!]×[𝑣! − 𝑣!]) 

 

 
 

Fig4. Edge of two surfaces 
 
 To determine the visibility of edge 𝐸 =< 𝑣!, 𝑣! >, 
we uses additional vector 𝑣!  with direction from 𝑣! to 
the camera center. E is visible edge if cross manipulation 
value of 𝑣! with 𝑛! or 𝑣! with 𝑛! positive. 
2.3 Initial pose searching 
2.3.1 Cost function calculation 
 The cost function for global searching algorithm is a 
comparison result between edge maps from image and 
edge maps from CAD model. To gain a equivalent 
between ideal edge maps, a re-sampling step is applied, 



so the number of edge points in different ideal maps is 
set equally at N=200 points. 
 The error cost function is calculated as in Equation 2, 

  F R, t = f(n) !
!!

(E! −M!)!!
!   (2) 

                         f n = 1 − n N  (3) 

 where 𝑓(𝑛) is function depended on number of inlier 
𝑛, 𝐸! is value of real edge images at inlier i, M! is value 
of CAD model edge images at inlier i. 

 By using OpenMP [13], error of each point in N 
points in is dependently evaluated.  
 
2.3.2 Differential Evolution 
 Differential evolution (DE), proposed by Storn and 
Price, is a very popular EA. Like other EAs, DE is a 
population-based stochastic search technique. It uses 
mutation, crossover and selection operators at each 
generation to move its population toward the global 
optimum minimum. 
a) Initialization in DE 
 The initial population was generated uniformly at 
random in the range lower boundary (LB) and upper 
boundary (UB). 
𝑋!,!!!! = 𝑙𝑏! + 𝑟𝑎𝑛𝑑!(0,1)(𝑢𝑏! − 𝑙𝑏!)  (4) 

 where rand! 0,1  a random number in [0,1]. 
b) Mutation operation 
In this process, DE creates a mutant vector, X!! =
(X!,!! ,  X!,!! ,… , X!,!! ) . For each individual at each 
generation X!! is a target vector in the current population. 

There are several variants of DE based on mutation 
schemes, which are: DE/rand/1, DE/best/1, DE/current to 
best/1, DE/rand/2, DE/best/2, DE/rand to best/1. 
b) Crossover operation 
 After mutation process, DE performs a binomial 

crossover operation on X!!  and V!!  to generate a trial 

vector U!! = (U!,!! ,  U!,!! ,… ,U!,!! )  for each particle i  as 

shown as Equation 5, 

U!! =
V!,!!  if rand! ≤ CR or j = j!"#$
X!,!!                                 otherwise

  (5) 

 where i=1, …, NP. j=1,…, D is randomly chosen 
integer in [1,D],  CR ∈ [0,1] is  the crossover control 
parameter. 
c) Selection 
The selection operator is performed to select the better 
one between the target vector X!,!!  and the trial vector 𝑈!,!!  
to enter the next generation. 

              𝑋!!!! =
𝑈!!    𝑖𝑓 𝑓(𝑈!!) ≤ 𝑓(𝑋!!)
𝑋!!                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (6) 

where i=1, …, NP, X!!!!is target vector in the next 

generation. 

 
3. EXPERIMENT AND RESULTS 
3.1 Boundary searching results 
  To implement the algorithm, the system hardware 
included a iBuffalo BSW20KKM11BK camera. We 
used small box as a tracking object. All code is 
implemented on C++ code on a standard Desktop 
Computer powered with Intel Core i7-4790 CPU 3.6x8. 

 

 
Fig5. Background subtraction result 

Fig5 shows results from background subtraction 
method. 
 Currently, we used these results for edge detection, 
yet for limiting the searching boundary. With this 
shortage, our method still gives promising results. Fig6 
shows an example of boundary search of the box. The 
box boundary is in blue color in the left image. 
 

 
Fig6. Results of tracking 

 
3.2 Runtime. 
 Without using OpenMP, each runtime is at about 1 
second. This is for in initialization task. In normal 
thinking, with parallel programing, the task is divided 
and runtime is reduced. However, our experiment 
showed that, runtime is significantly larger than without 
parallel programing, at about 2 seconds. This can be 
explained by the cost of memory exchange between 
cores are even bigger than computing itself. 
 
DISCUSSION 
 Object tracking has been always a challenging task in 
computer vision. Recently, evolution based global 
searching methods have proved its potential of tackling 
the tracking problem with ability of finding robust and 



accurate global optima solutions. 
 We proposed a novel approach of using differential 
evolution as a global searching method to find the best 
3D position of objects. The experimental results show 
promising results. 
 Currently, the algorithm has shortage of not limiting 
the searching region; the cost function is without 
interactive of real edge maps back to ideal map. 
 In the future work, cost function would be improved 
together with narrower searching area for more accuracy 
but smaller generation of searching. By doing so, we 
expect to reduce the runtime but remains the accuracy 
and robustness. 
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